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Introduction

Problem Statement: Given an image, estimate 3D shape and 3D pose of all
object instances.

Key Points:

e Fast inverse-graphics network

* Exploits 3D CAD datasets for instance-level, class-specific shape prior
* Novel parametrization of 3D shape and pose

* Differentiable Render-and-Compare (allows 2D supervision)

 Many 2D outputs (e.g. instance segmentation, depth-map) comes free

Shape Representation

* Learn class specific low dimensional parametric shape space
* For rigid objects: PCA on volumetric representation (TSDF)
* For articulated objects: SMPL (Lopper et al.)
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Pose Representation

Which representation is better learnable target? Egocentric vs Allocentric

objects with same egocentric orientation objects with same allocentric orientation
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pose-angles = allocentric viewpoint

+ joint angles (articulated objects) center-proj and amodal-bbx

pose-angles, center-proj and amodal-bbx completely describe the 3D pose.
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De-Render

* RolPool creates scale and aspect-ratio invariant representations We interpret the Rol transformation as image formed by a virtual

* How can we Obtain 3D equivariance? camera ROI‘Camera (rOtated and W|th different intrinSiCS)

e 2D un-normalization (e.g. in box, mask) not possible for 3D targets

Rol Camera

Full-image Camera
Two cameras under pure rotation are related by the
infinite-homography matrix Hy = K,R71K!
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ROl images

Full image: All three persons have
the exact same shape parameters

Direct 3D Supervision

Whenever 3D ground-truth Is available, we use direct supervision. For shape and pose direct supervision, we use a combination of both
regression and classification loss (can be interpreted as soft-arg-max).
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* Render-and-Compare allows us to train from 2D annotation. We use finite difference for computing derivatives. This is possible because:
 We have small number of parameters per instance: 19 (4+2+3+10) for rigid objects, 88 (19 + 69) for person
* Non-photorealistic rendering is fast
* The entire shape-decoding, render, and compare happens in GPU (CUDA-GL interop driver)
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Input Image 3D object instances 3D object instances overlaid
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AVP, AVP,, AVP,, AVP, AVP,, AVP,, | AVP, AVP, AVP,, AVP,,

Pepik et al. 439 403 229 16.7 31.8 320 16.7 105 369 36.6 296 246
Tulsiani & Malik  59.4 54.8 420 334 611 595 388 343 552 515 428 40.0
RenderForCNN 50.5 411 258 22.0 508 399 314 244 418 36.6 29.7 255

Poirson et al. 62.1 564 396 294 627 586 404 303 514 452 354 357
Massa et al. 670 625 430 394 715 64.0 494 375 583 557 463 442
Xiang et al. 604 363 237 164 60.7 37.0 234 199 487 372 314 246
Our Method 743 67.2 510 421 744 723 522 471 718 655 556 521
AVP: Average Viewpoint Precision

Easy Moderate Hard

KITTI Validation set
AP AOST AAEJ | APD AOST AAEL | AP AOST

SubCNN 2016 90.53% 85.90% 12.24° 85.71% 84.21% 15.20° 72.71% 70.61% 17.14°
Our Method (original box) 90.53% 90.50% 1.99° 85.71% 85.57% 4.51° 72.71% 71.98% 6.50°
Our Method (rendered box) 90.76% 90.73% 1.98° 89.31% 89.15% 4.90° 79.89% 79.51% 7.94°

AP: Average Precision AAE: arccos(2*(AOS/AP)-1) AOS: Average Orientation Similarity

* Extend to Video (shape constancy, smooth motion, tracking)
* Exploit rich self-supervised/predictive learning signal due to 3D representation




